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Abstract—Modern microprocessors are equipped with an 

arsenal of speculative mechanisms, such as data prefetchers, to 

mitigate ever-growing memory access latency. Aggressive 

technology scaling along with near-threshold voltage operation 

exacerbates the likelihood and rate of hard faults not only in 

large arrays such as caches but in speculative components as 

well. While data prefetchers do not affect correct processor 

operation, they are critical for performance and faults in them 

can cause significant performance degradation and variability 

across otherwise identical cores. The impact of hard faults in 

data prefetchers has not been quantified accurately. 

In this paper, we quantify the performance and variability 

impact of hard faults in stride data prefetchers. Our study 

reveals fault scenarios in the prefetcher table that can degrade 

IPC more than 17%, while faults in the prefetch input and 

request queues can slow IPC up to 24% and 26%, respectively, 

compared to a fault-free component. Finally, a faulty data 

prefetcher can increase performance variability across 

identical cores because the standard deviation of IPC loss for 

different benchmarks can be more than 4.5%. 

I. INTRODUCTION 

High-performance multi-core microprocessor architectures 
[12] [13] [14] dominate different application domains. 
However, the inherent unreliability of deep nanometer-scale 
technologies [5] [6] [10] [18] and near-threshold voltage 
operation [1] [8] increase the vulnerability of on-chip 
memory array cells to hard (permanent) faults. If 
unaddressed, these faults will impose significant constraints 
on microprocessor design. 

To hide the performance impact of high-latency memory 
accesses, computer architects integrate multi-layer cache 
memories along with sophisticated data prefetchers [17] 
[19]; both structures can occupy noticeable silicon estate. 
Data prefetch designs predict the flow of data and 
correspondingly increase CPU utilization by reducing the 
stalls due to cache misses. One widely used class of data 
prefetch mechanisms, the stride data prefetchers, have been 
shown to be highly effective for scientific, multi-media, 
desktop, and engineering applications [16]. 

Technology modeling in resilience roadmaps predicts 

that the failure probability of SRAM cells is expected to be 

extremely high (10
5
 and 10

3
 times larger than that of latches 

for the 16- and 12-nm nodes, respectively) [26]. Most 

reliability studies have focused on SRAM caches due to the 

area they occupy and their immediate impact on both 

functional correctness and performance [2] [4] [20] [23] [24] 

[25]. Previous work focused on non-cache SRAM arrays 

such as those in data flow speculative hardware [3] [9]. 

However, no previous work has performed a comprehensive 

and accurate assessment of the impact of hard faults on data 

prefetchers, despite these structures being critical for 

maintaining processor performance. 

Unlike cache memories, data prefetchers do not affect 

program correctness because they are purely speculative in 

nature. However, hard faults in prefetcher arrays can 

degrade performance significantly, by (a) reducing training 

opportunities, and therefore decreasing the number of 

generated prefetch requests (reduce prefetch coverage); (b) 

issuing prefetch requests later or earlier than the fault-free 

case (degrade prefetch timeliness); and, (c) perturbing the 

prefetch address-generation logic (reduce prefetch accuracy). 

Recent work [9] reported that more than 48% of single hard 

faults in SRAM cells of a conservative data prefetcher 

model can degrade performance up to 3%. In many-core 

designs, data prefetcher arrays can experience faults, which 

will trigger imbalances in the data stream sent to memory 

system, leading to inter-core performance variability. This is 

an undesirable property both for the data-center deployment 

[1] and for the mobile and desktop markets [15]. 

Figure 1 and Figure 2 visualize the motivation of this 

paper. Figure 1 shows the IPC of fault-free and faulty 

microprocessor models for GemsFDTD and bzip2 

benchmarks. In Figure 1, the blue line presents the IPC with 

the data prefetcher disabled, the red line shows the IPC with 

the data prefetcher enabled, and the green line points show 

the maximum IPC loss among all faults with the same group 

cardinality. (Details for all SPEC CPU2006 benchmarks are 

provided in Section IV.) Clearly, faulty data prefetchers can 

severely affect performance: both GemsFDTD and bzip2 

lost more than 17% of their performance in the worst case. 

Figure 2 presents the performance variability in a multi-

core design with faulty data prefetchers in different cores, 

suffering from the same number of faults and executing the 

same benchmark. The IPC difference between the worst and 

best cases is up to 17 percentage points, while standard 

deviation ranges from 1.9% to 4.5%. Thus, a faulty data 

prefetcher can increase significantly the variability across 

otherwise identical cores. 
In this paper, we contribute the following: 

 We measure, for the first time, the performance 
impact of multiple permanent faults on an L1 stride 
data prefetcher on an architectural simulator using 
the complete SPEC CPU2006 benchmark suite. 

 We evaluate the degree of performance variability 
among cores caused by faulty stride data prefetchers. 



Our results show that the performance impact is up to 

26% (on average, 0.5% when quintuple faults are injected 

into the prefetch table array, and 1.5% and 2.5% when a 

single fault is injected into the prefetch input and request 

queue, respectively). Meanwhile, the performance 

variability can be more than 26 percentage points compared 

to the fault-free case (standard deviation of IPC loss 

between benchmarks ranges from 0.01% to 4.5%). 
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Figure 1: Performance impact of hard faults in stride 
data prefetchers (blue line is fault-free model with no 
data prefetching; red line is fault-free model with data 
prefetching; green line is faulty prefetcher model with 

one, three, and five hard faults). 
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Figure 2: Performance variability in a 4-core chip for 
GemsFDTD with five hard faults in the data prefetcher of 
each core. 

II. BACKGROUND 

Resilience roadmaps predict a large numbers of hard faults 

in SRAM arrays that operate in near-threshold voltages [1] 

[8] [28], as well as in forthcoming chips (16- and 12-nm 

processes) [26]. In both contexts, the single-bit failure 

probability (Pfail) of SRAM cells is expected to fall between 

10
-6

 and 10
-4

 [8] [26] [28]. Given a binomial probability 

distribution, such failure rates would result in very high 

probabilities of multiple hard faults in SRAM arrays. For 

example, in a 5,000-bit SRAM array (a typical array size for 

a stride data prefetcher) at the 12-nm process node, the 

cumulative probability that up to five hard faults exist in the 

array is 7.25E-01. Circuit-level techniques such as wordline 

boosting [22] can be employed to reduce these probabilities; 

however, such techniques add complexity and area to the 

array design. 

III. EXPERIMENTAL SET-UP 

We perform a comprehensive statistical fault-injection 

campaign on top of the PTLsim x86 architectural simulator 

[29]. We employ the microprocessor configuration of [9] 

enhanced with the modifications shown in Table 1. We use 

a statistical fault-injection framework [21] [22] (with a 

confidence level of 99% and an error margin of 3%) that 

includes a faults database populated with the fault 

descriptions (component, entry, bit, type) for the L1 cache-

stride data prefetcher. We use the stuck-at fault model [7] 

[11] [25] in which a faulty cell permanently stores logic 0 or 

1. A total of 900 different fault masks (100 single, 300 

triple, 500 quintuple faults) are injected in the data 

prefetcher component (the total number of fault injections 

for the 29 SPEC CPU2006 benchmarks are 26,100). 

Parameter Setting 

Prefetch input queue 8 entries 

Prefetch table 64 entries, direct-mapped, PC-

indexed 

Confidence size 3 bits (threshold: 2) 

Stride size 5 bits 

Prefetch distance Address + Stride, Address +2*Stride 

Prefetch request queue  8 entries 
Table 1: L1 cache-stride data prefetcher configuration. 

Each fault-injection run applies randomly selected 

multiple fault masks to the sub-arrays (fields) of the prefetch 

table (i.e., tag, load address, stride, confidence, LRU, and 

valid arrays) with the exception of the prefetch input queue 

(PIQ) and the prefetch request queue (PRQ), into which we 

inject single faults only due to these structures’ small sizes. 

We run all SPEC CPU2006 benchmarks, simulating the 

largest-weight 100-million-instruction SimPoint sample per 

benchmark with a 20-million-instruction warm-up. We 

compare the results of each injection experiment to fault-

free execution. To measure the average performance 

degradation, we look at the average IPC impact per fault 

group size (one, three, and five; based on Section II, one, 

three, and five faults have high probabilities of occurring on 

a 5,000-bit SRAM array, which is the size of the prefetcher 

array of this study). To examine performance variability, we 

calculate the maximum IPC loss and standard deviation of 

IPC losses per fault group size across all benchmarks. 

IV. EXPERIMENTS 

A. Prefetch-friendly and -unfriendly Benchmarks 

We profile the full set of SPEC CPU2006 benchmarks to 

measure the IPC impact of a fault-free L1 cache-stride data 

prefetcher. Table 2 presents the IPC speed-up for each 

benchmark due to the stride data prefetcher. On average, the 



data prefetcher boosts IPC by 6.85%. However, 

performance improvement varies and depends on the stream 

of memory access patterns generated by each benchmark. 

For that reason, we classify benchmarks into two major 

categories: prefetch-friendly, in which the IPC change is 

greater than the average speed-up across all SPEC CPU2006 

benchmarks, and prefetch-unfriendly, in which the change is 

less than the average speed-up. Eleven benchmarks are 

classified as prefetch-friendly and 18 are classified as 

prefetch-unfriendly. The impact of faults on performance 

significantly differs between the two groups of benchmarks. 

Prefetch-friendly 

benchmarks 

IPC (%) 

Speed-up 

Prefetch- 

unfriendly 

benchmarks 

IPC (%) 

Speed-up 

bzip2 19.99 perlbench 2.58 

bwaves 10.14 gcc 1.89 

gamess 21.51 mcf 0.16 

zeusmp 9.10 milc –4.11* 

leslie3d 7.55 gromacs 2.86 

dealII 9.61 cactusADM 0.49 

soplex 9.50 namd 0.34 

GemsFDTD 19.66 gobmk 0.60 

libquantum 17.20 povray 0.42 

tonto 15.91 calculix 4.73 

wrf 34.59 hmmer 0.62 

average 15.887 sjeng 0.07 

  h2564ref 0.96 

  lbm 4.66 

  omnetpp 0.07 

  astar 3.01 

  sphinx3 0.67 

  xalancbmk 3.80 

  average 1.780 

Overall average (%) 6.85 
Table 2: Per-benchmark IPC speed-up provided by the 

L1 data prefetcher (*milc’s IPC is slowed by 4.11%). 

B. Performance Impact of Faults 

In this section, we measure the performance impact of hard 

faults injected into the data prefetcher. Figure 3 shows the 

average and maximum IPC slow-down (due to faults) when 

one, three, and five faults are injected in the prefetch table 

along with the standard deviation; the upper diagram shows 

prefetch-friendly benchmarks and the lower diagram shows 

prefetch-unfriendly benchmarks. Figure 3 presents the 

average performance loss across all benchmarks (i.e., the 

prefetch-friendly benchmarks show a combined 3.049% IPC 

loss if we average the maximum IPC loss over all single 

fault runs per benchmark, 5.759% IPC loss over all triple 

faults, and 9.271% IPC loss over all quintuple faults). Thus, 

an L1 cache-stride data prefetcher can severely degrade 

microprocessor performance, up to 9.271% on average for 

the prefetch-friendly and up to 0.733% on average for the 

prefetch-unfriendly benchmarks, when the prefetcher table’s 

SRAM cells suffer multiple hard faults. 
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Figure 3: IPC loss for the prefetch-friendly (upper graph) 

and -unfriendly (lower). 

Figure 4 shows the average (upper) and maximum 

(lower) normalized IPC slow-down for each SPEC 

CPU2006 benchmark when one, three, and five faults are 

injected. The benchmarks are grouped into prefetch-friendly 

(left half) and -unfriendly (right half), to identify any 

correlation between workloads and performance loss. The 

colors on each column depict the additional IPC loss relative 

to the fault-free model from the injection of one, three, and 

five faults. For example, on bzip2, the maximum IPC loss is 

4.5% for a single injected fault, 4.8% for triple faults, and 

17.1% for quintuple faults (i.e., the aggregation of single, 

triple, and quintuple IPC losses). As expected, the prefetch-

friendly benchmarks show a greater IPC impact with the 

same number of faults compared to the prefetch-unfriendly. 

In particular, a fault-free prefetcher improves execution time 

of GemsFDTD by 20% and sphinx3 by 0.6% (Table 2). 

GemsFDTD suffers a maximum 17% IPC slow-down, while 

sphinx3 loses only 0.06% when quintuple faults are injected. 

By further analyzing the internal behavior of the 

prefetcher, we found that the extent of the performance 

impact depends on the distribution of the training input 

addresses across the prefetch table entries. For example, 

Figure 5 presents the activity of each prefetcher table entry 

for two benchmarks, bzip2 and gcc, and shows very 

different sensitivities to data prefetching (17% and 0.06%, 

respectively). gcc shows a much more uniform usage of the 

entries of the table, while bzip2 trains only seven entries 

(95% of training occurs on only three entries and the 

remaining four are trained only marginally). Thus, in gcc, 

the majority of the training addresses remain unaffected by 

the injected faults; even if they do access a faulty entry, the 

IPC impact is relatively small because of the lower average 

dynamic usage frequency. In bzip2, if the fault occurs in one 

of the heavily used entries, the majority of training is 

affected, and so the IPC loss due to faults is much greater. 
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Figure 4: Normalized average (upper graph) and maximum (lower) IPC loss of all SPEC CPU2006 benchmarks when 
one, three, and five faults are injected into the prefetcher table. The 100% point of the vertical axis is the fault-free 

IPC; we show the IPC loss due to single faults (red bar), triple faults (green bar), and quintuple faults (purple bar). The 
11 left-most bars show the prefetch-friendly benchmarks, the next 18 show the prefetch-unfriendly benchmarks, and 

two right-most bars of each diagram show the averages for the two categories. 

 

To understand the results of Figure 4 better, we collected 

additional data, shown in in Figure 6, that shows the issued 

prefetch requests rate (per 1,000 committed instructions) 

and the average L1 cache miss rate (misses per 1,000 

committed instructions, or MPKI) for the fault-free and 

faulty cases for each group of injected faults. 
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Figure 5: Activity of each prefetcher table entry for gcc 

and bzip2. 

According to Figure 6, the faulty prefetcher is throttled 

because the faults block a number of training events. As a 

result, the number of issued prefetch requests drops for all 

benchmarks (on average, the number of issued prefetch 

requests drops from 22 to 20 per 1,000 committed 

instructions); therefore, performance gains due to 

prefetching are lower (the average L1 cache miss rate 

increases from 26 to 27 MPKI in the quintuple injected fault 

scenario). The data in Figure 6 illustrate the greater 

performance sensitivity of the prefetch-friendly benchmarks 

to faults. Also, faults in the prefetch table sometimes change 

the prefetch addresses sent to memory, which affects the L1 

cache miss rate and IPC. 

Due to the small size of PIQ and PRQ (8 entries in total), 

we injected only single faults. This was sufficient to 

demonstrate the severe impact on performance that hard 

faults have on these queues. Figure 7 shows the maximum 

and average IPC slow-downs and the standard deviation for 

single faults injected into the PIQ and PRQ per benchmark. 

Across all benchmarks, the average IPC loss (1.5% and 

2.5% for PIQ and PRQ, respectively) and maximum IPC 

loss (24.3% and 26.3% for PIQ and PRQ, respectively) are 

significantly higher than that of the prefetch table because 

the training addresses (buffered in PIQ) and the prefetch 

requests (queued in PRQ) are more likely to be polluted by a 

fault due to their small size. The fault location determines 

the extent of the performance impact. More specifically, the 

PIQ entries are utilized uniformly across all benchmarks 

(utilization ranges from 35% to 7%, moving from the top to 

the bottom entry). By contrast, the top three entries in PRQ 

handle 95% of activity across all benchmarks. Therefore, 

faults that reside in the bottom entries of the queue have 

minimal impact on performance. 
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Figure 6: Average L1 cache miss rate and average issued prefetch requests (per 1,000 committed instructions) for 
SPEC CPU2006 benchmarks with one, three, and five faults injected. 
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Figure 7: Average and maximum IPC slow-downs and 
standard deviations for the fault-free and faulty (a) PIQ 

and (b) PRQ when single faults are injected in the SPEC 
CPU2006 suite. 

The impact of faults in the prefetcher can affect 

microprocessor performance even more when data sharing 

occurs in multi-threaded applications. A faulty prefetcher 

can prefetch shared data erroneously into the cache, causing 

additional remote references from other threads, or not 

prefetch shared data into the cache, causing additional 

remote references from the current thread. 

Based on this analysis, we conclude that microprocessor 

performance can be degraded severely by a faulty L1 cache-

stride data prefetcher. The impact can be more than 24% 

IPC slow-down due to PIQ faults, up to 26% IPC slow-

down due to PRQ faults, and up to 18% IPC slow-down due 

to faults in the prefetch table due to prefetch throttling or 

cache pollution. Furthermore, the benchmarks with highly 

repeatable address patterns are the most susceptible to IPC 

loss due to faults. 

C. Performance Variability 

In this section, we discuss performance variability across 

cores in the presence of multiple faults in the prefetcher. 

Performance variability can affect the cost and the power 

budget of a data center. Our findings are the following: 

 The maximum IPC slow-down for even single faults can 

be up to 7% for the prefetch table, 24% for the PIQ, and 

26% for the PRQ. For most benchmarks, maximum IPC 

loss is higher than the IPC gain of the fault-free data 

prefetcher. Therefore, there is a large variation in IPC 

under the presence of different single faults in the data 

prefetcher. This finding holds when all cores are affected 

by the same number of faults. 

 The difference in IPC slow-down for different numbers 

of faults across the cores ranges between 0.005% and 

17% compared to the fault-free IPC, on average and 

considering only faults in the prefetch table. The same 

range is 0.01 to 24% for PIQ faults and 0.02% to 26% 

for PRQ faults. 

 The difference between the best- and worst-case 

performances for single and multiple faults is not due to 

outlier behavior. The standard deviation of the IPC loss 

on the prefetch-friendly benchmarks due to faults in the 

prefetcher table is 0.7%, 1.3%, and 1.6% for single, 

triple, and quintuple faults, respectively. The standard 

deviation of IPC loss for the prefetch-unfriendly 

benchmarks is 0.06%, 0.07%, and 0.08%. The standard 

deviation of the IPC drop for all single faults injected 

into PIQ and PRQ is 2.0% and 2.4%, respectively. 



The key message regarding performance variability is 

that hard faults in data prefetchers in a many-core system 

significantly increase the inter-core performance variability. 

V. RELATED WORK 

Previous work on array faults focused on caches. Abella et 

al. [1] proposed disabling and re-mapping to guarantee 

predictable performance at low voltages. Agarwal et al. [2] 

focused on yield improvements tolerating process variations. 

Ansari et al. [4] proposed Zerehcache architecture to deal 

with massively defective caches. Chishti et al. [8] employed 

special types of error-correcting codes to improve lifetime 

reliability. Performance implications with disabled cache 

parts were discussed in [1] [4] [20] [23]. Roberts et al. [24] 

proposed cache-line merging techniques, and Wilkerson et 

al. [28] also employed cache-line combining and disabling 

to survive voltage scaling. Hardy et al. [11] presented an 

analytical model that covers microprocessor arrays, while 

previous related effort on caches only was presented by 

Sanchez et al. [27]. Almukhaizim et al. [3] presented an 

approach for deterministic, software-based testing of a 

multi-entry stream buffer. Foutris et al. [9] measured the 

impact of single hard faults using a conservative data 

prefetcher configuration. Our work differs significantly 

from [9] because we measure the impact of multiple faults 

in the prefetcher and its supporting logic (PIQ and PRQ). 

VI. CONCLUSIONS 

The existence of hard faults in a stride data prefetcher can 

affect microprocessor performance significantly and 

increase inter-core performance variability. Our detailed 

experimental analysis demonstrates that IPC loss due to 

hard faults in the prefetch table can be up to 17%, and up to 

24% and 26% for the prefetch input queue and prefetch 

request queue, respectively. Also, performance variability 

across cores is increased: the standard deviation of IPC loss 

between benchmarks can be more than 4.5%. Thus, 

prefetcher structures should be protected in both current and 

forthcoming microprocessor technologies. 
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